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MORL-Baselines

3. Benchmark Results

ctrl_cost = self.control_cost(action)

forward_reward = self._forward_reward_weight * x_velocity

reward = forward_reward - ctrl_cost

• Over 10 MORL algorithms implemented

• Clean, tested, and maintained code

• Automated logging and metrics

• Utilities for designing new algorithms

• All MORL-Baselines trained on all 

MO-Gymnasium environments

• Weights & Biases dashboard

• Tracked code version and 

hyperparameters

• Integrated with openrlbenchmark

providing CLI for plotting

Multi-Objective RL

Agent

Next State 𝑆𝑡+1
Reward vector

 𝑹𝑡 = 𝑅1…𝑅m

Action 𝐴𝑡

Environment

1. Environments 2. Algorithms

Gymnasium’s Half-Cheetah

reward = np.array([forward_reward, -ctrl_cost])

MO-Gymnasium’s Half-Cheetah

Sol. 1 Sol. 2

Sol. 3

florian.felten@uni.lu @FlorianFelten1

lnalegre@inf.ufrgs.br @lnalegre

Over 20 environments available!

• Standard API extending Gymnasium’s API

• Part of the Farama Foundation

• MORL-specific wrappers

• Available on Pypi:

Motivation
Goal:

Learn a set of policies, 

each specialized in a 

different preference 

over the 𝑚 conflicting 

objectives.

Pareto Front

Current challenges in MORL:

1. Lack of standardized environments

2. Missing ready-to-use algorithms

3. Need to re-run expensive baselines for 

comparison

     pip install mo-gymnasium


	Slide 1

