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Experiments & Resultsℎ-GPI: Multi-Step Generalized Policy Improvement

• The 𝒉-GPI policy with planning horizon ℎ ≥ 0 is defined as:

online planning GPI

where 𝜇𝑘 is any policy the agent could choose to deploy at time 𝑘.
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We characterize ℎ-GPI’s performance lower bound and optimality gap as a function of:

GPI Theorem  

Generalized Policy Improvement (GPI)
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• Interpolates between model-free GPI and fully model-

based planning as a function of the planning horizon ℎ

• Zero-shot policy transfer with performance guarantees 

by exploiting approximate, imperfect models

Discussion & Conclusion

𝒉-GPI: Multi-Step Generalized Policy Improvement

Linear reward:

SFs:

Generalized Policy Evaluation (GPE):

𝑟𝒘(𝑠, 𝑎, 𝑠′) = 𝜙 𝑠, 𝑎, 𝑠′ ⋅ 𝒘

𝜓𝜋 𝑠, 𝑎 ≜  𝔼𝜋 ෍
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𝛾𝑖𝜙𝑡+𝑖 | 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎

Successor Features (SFs)

𝑞𝒘
𝜋 𝑠, 𝑎 = 𝜓𝜋 𝑠, 𝑎 ⋅ 𝑤

Theorem 1 (lower bound):

Theorem 2 (optimality gap):

Zero-Shot Transfer with ℎ-GPI and SFs
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Goal: Solve any task in ℳ𝜙 ≜ { 𝑀 = 𝒮, 𝒜, 𝑝, 𝑟𝑤, 𝛾  | 𝑟𝑤 = 𝜙 𝑠, 𝑎, 𝑠′ ⋅ 𝑤 }

ℎ-GPI outperforms SF-MPC baseline using 

ten times fewer planning steps

ℎ-GPI outperforms competitors under all 

values of ℎ using a learned model

ℎ-GPI is less susceptible to 

value function approximation 

errors as ℎ increases

• ℎ-GPI: multi-step extension of GPI

• Interpolates between model-free GPI (ℎ = 0) and fully 

model-based planning (ℎ → ∞)

• Exploits approximate models 

• Solves tasks in a zero-shot manner

• ℎ trades-off approximation errors in the agent’s:

• Learned model

• Action-value functions
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• ℎ            (planning horizon)

• {𝑤𝑖}𝑖=1
𝑛    (reward weights for which policies in Π are optimal)

• 𝜖 (action-value function error)

• 𝜖𝑝, 𝜖𝑟 , (model errors w.r.t. transition function 𝑝 and reward 𝑟) Fetch Push

Four Room

Π =  {𝜋𝑖}𝑖=1
𝑛  : set of policies               𝑚 = 𝑝, 𝑟  : modelℎ planning steps with 

approximate model

zero-shot GPI in states 

reachable in ℎ stepsGPI 
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